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The atoms-in-molecules (AIM) theory has been proposed as a method to understand chemical stability through
stationary properties of the electron density. To assess the applicability of this method for establishing such
correlations with various performance and vulnerability properties of energetic materials, we calculated the
Kohn-Sham density functional theory (KS-DFT) wavefunctions and their subsequent AIM data for
representative materials, including hexanitrobenzene (HNB), pentaerythritol tetranitrate (PETN), pentanitro-
aniline (PNA), 1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX), ethylenedinitramine (EDNA), 1,1-diamino-2,2-
dinitroethylene (FOX-7), 3-nitro-1,2,4-triazol-5-one (NTO), nitroguanidine (NQ), 1,3,5-triamino-2,4,6-
trinitrobenzene (TATB), and the TATB dimer using the B3LYP, PBE, and PW91 potentials as well as
Hartree-Fock (HF). For the HNB and HMX molecules and the TATB dimer, the number of critical points
in the low-density regions of the density gradient vector field varied, sometimes dramatically, with basis set
and potential even at their individually optimized geometries. Adding ghost atoms in the low-density regions
also affected the existence of critical points. The variation was seen in results generated with three separate
AIM software packages, AIMPAC, AIMAll, and InteGriTy. This inconsistency implies that KS-DFT wave-
functions can have significant variation in the topology of the electron density to such an extent that these
calculations cannot be used to justify the existence or absence of low-density critical points. Therefore,
predictions of the stability of a molecule based solely on properties of low-density bond critical points generated
from a single DFT calculation are questionable.

Introduction

In recent years, advances in theoretical models have improved
the ability to predict performance properties of energetic
materials (EMs).1,2 Consequently, computational methods allow
researchers to screen hypothetical energetic materials and focus
synthesis efforts solely on those candidates that display the most
promise.3-6 To date, the theoretical models have concentrated
mainly on performance properties such as heats of formation
and mass densities.2,7-11 An equally important property of an
EM that has yet to be accurately assessed with theory is its
sensitivity to impact.12-16 In an earlier effort,17 Rice and Hare
explored several functional relations between features of a
molecule’s electrostatic potential (ESP) mapped onto the F0.001

isosurface of electron density to an EM’s sensitivity to impact,
represented by results of drop hammer tests.18 While only weak
correlations between various functions and these features were
determined, a striking visual correlation of the ESPs with impact
sensitivity was obtained when the values of charge were
represented by color. The color mappings imply a direct
correlation between the degree of sensitivity and the degree of
electron deficiency over covalent bonds within the structure of
the sampled explosives. The mappings showed that sensitive
explosives had regions of significant electron deficiency local-
ized over covalent bonds of the molecular structures, whereas
the insensitive explosives did not. While this study provided a
useful qualitative indicator of the degree of sensitivity of EMs,
it did not yield a physically meaningful, generally applicable,

explanation of the apparent correlation. This led to our interest
in further, more rigorous studies into whether other properties
of the electronic density could be used to predict impact
sensitivity.

Our pursuit of establishing correlations between atoms-in-
molecules19 (AIM) data and sensitivity was fueled by the work
of Pinkerton et al., who proposed that the energy required for
the shock initiation of an EM could be obtained from rupture
of intermolecular “bonds”, defined by AIM analyses.20 Further,
they anticipated that the sensitivity of an EM might be related
to these intermolecular “bonds” or other AIM properties.21

Pinkerton et al. computed AIM values for electron densities of
EMs using multipole expansions fitted to experimental X-ray
diffraction data20-26 using the XD program27 for refinement and
WinXPRO28 for the AIM analysis. In addition to this empirical
procedure, they also used CRYSTAL9829 to calculate periodic
B3LYP wavefunctions at the experimental geometry and generated
AIM data with the TOPOND program.30 The ability of AIM to
probe regions of the electron density and to assign energy values
to specific nuclei and intermolecular “bonds” suggests a more
theoretically rigorous approach to Rice’s earlier effort.

In an exploratory study of selected EMs found in ref 17, we
used the AIMPAC software package31 to calculate AIM proper-
ties from a Kohn-Sham (KS) DFT single-determinant wave-
function. For some EMs, however, the number of intra- and
intermolecular critical points (CPs) changed across DFT po-
tentials and basis sets. For example, the number of bond/ring
CPs for HNB in the regions between the nitro groups ranges
from 2 to 12 (Figure 1). Two review articles discuss the
application of AIM to charge densities in crystals33,34 and note
some of the inconsistencies in experimental and theoretical
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analyses of electron density.35-37 The current study is an attempt
to determine the source of the inconsistencies in the AIM data
for isolated molecules and to evaluate the feasibility of using
AIM as a method of modeling the sensitivity in energetic
materials.

Methodology

In our exploratory study with AIMPAC, nine compounds,
listed in Table 1, were chosen; these span the range of
experimental drop weight impact test results, given as h50%

values.38 The set of molecules explored in this study includes
nitroaromatics, nitrate esters, polynitroanilines, nitramines,
nitrotriazoles, and nitroalphatics. For all of the molecules in
this study, we generated spin-restricted KS-DFT single-
determinant wavefunctions using four potentials, nonlocal exact
exchange (HF), B3LYP, PBE, and PW91 with three Gaussian
basis sets39 (small) 6-31G*, (medium) 6-311++G(2d,2p), and
(large) 6-311++G(3df,3pd). The nuclear positions are consistent
with the experimental crystal structures contained in the

Cambridge Structural Database40 and identified by Refcode in
Table 1. Unless otherwise noted in the text, the calculations
were performed with the March 24, 2007 R1 version of the
GAMESS program package,32 which uses the VWN5 correlation
functional in B3LYP rather than the VWN3 functional as found
in Gaussian03.41

The electron density was converged to 10-10 with Fock
differencing disabled. The DFT numerical integration used atom-
centered polar grids with 36 theta planes, 72 phi planes, and 96
radial shells, and effectively all Fock contributions were included
(down to 10-15). Some basis sets had linear dependencies in
their symmetry-adapted linear combinations, but the majority
of the calculations had overlap eigenvalue thresholds of 10-7.
Two-electron integrals were evaluated down to 10-20, and the
primitive cutoff was lowered to 10-30. To minimize truncation
error in the wavefunction, GAMESS was modified to create a
binary wfn file, and the AIMPAC programs were then modified
to read in the unformatted data.

The critical point (CP) search program in AIMPAC loops
over all sets of nuclei that have one, two, three, or four atoms.
In some cases, this CP search algorithm does not find all of the
critical points; typically, those cases involve two points (usually
a bond/ring pair) that are very close to one another. A more
extensive search algorithm for CPs exists in the program
AIMAll,46 a modern descendant of AIMPAC. We examined its
exhaustive automated search strategy and subsequently devel-
oped a similar strategy that we used in AIMPAC.

Finally, to ensure that any missing CPs were not overlooked
due to the line integrator methodologies of AIMPAC and
AIMAll, we obtained another CP search program, InteGriTy.47

Instead of creating the density and its gradient from a wave-
function, InteGriTy uses tricubic Lagrange interpolation of
scalars (the density or Laplacian) on a three-dimensional grid.
The cubeV program in AIMPAC was modified to create a binary
data file for use with InteGriTy, and the electron density was
sampled at 0.05 Å intervals. For the PNA molecule, we had to

Figure 1. Critical points in the HNB density gradient vector field. The molecular geometry was taken from the experimental crystal structure, and
the electron density was computed by GAMESS32 using the 6-31G*, 6-311++G(2d,2p), and 6-311++G(3df,3pd) basis sets, labeled sml, med, and
lrg, respectively. The pink dots are centered on the bond and ring critical points found by the AIMPAC program.

TABLE 1: Selection of Energetic Materialsa

abbreviation CSD Refcode formula h50%(cm)

HNB HNOBEN C6N6O12 11b

PETN PERYTN12 C5H8N4O12 13c

PNA KELZEH C6H2N6O10 22b

�-HMX OCHTET12 C4H8N8O8 29d

EDNA DNEDAM C2H6N4O4 34d

FOX-7 SEDTUQ01 C2H4N4O4 126e

R-NTO QOYJOD06 C2H2N4O3 291d

NQ NTRGUA02 C1H4N4O2 320c

TATB TATNBZ C6H6N6O6 490d

a Refcodes are entry identifiers in the Cambridge Structural
Database40 for the experimental structures used in this study.
b Reference 42. c Reference 43. d Reference 44. e Reference 45. For
those systems with more than one Refcode, the experimental
structure chosen for the study is that resolved at experimental
temperatures closest to 300 K and with the lowest R factor.
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reduce the spacing to 0.04 Å because InteGriTy did not identify
two high-density BCPs using the default grid.

Results

Table 2 lists the number and type of critical points that all
three programs found for the surveyed species. For all but two
of the molecules, the choice of basis set and DFT potential did
not change the number or types of critical points. For the HNB
and HMX molecules, however, the density has different numbers
of critical points depending on which basis set and which DFT
potential are used.

One method for verifying if all CPs have been found for a
given electronic density is to calculate the Euler characteristic
� from the Poincaré-Hopf relationship (a necessary but
insufficient condition of verification)48

� ) n - b + r - c (1)

for which n, b, r, and c refer to the number of nuclear, bond,
ring, and cage critical points, respectively. For nonperiodic

systems, � should be 1 if a consistent set of CPs is found.49-51

However, having a consistent set does not guarantee that the
global set of CPs is found; it only suggests that all of the CPs
that are found are matched appropriately. For example, � can
remain 1 if a pair of bond and ring CPs is removed from the
previously consistent set.

Table 3 lists the number of bond/ring CP pairs found in the
outer five- and six-member rings of HNB (Figure 1) and HMX.
We note that these outer bond CPs are in low-density regions,
and the values of F at these BCPs are an order of magnitude
smaller than the values calculated for the traditional “bonding”
intramolecular BCPs.

To study the variability in CP pairs when the basis set or
DFT potential is changed, we examined the search paths in the
outer ring of HMX for B3LYP in the medium basis set,
6-311++G(2d,2p). This combination of method and basis set
does not have the two outer CP pairs and appears to be an outlier
for the theory in Table 2 (more readily apparent in Table 3).
Figure 2a highlights the CPs found in the other methods, and
Figure 2b traces the search paths that AIMPAC follows in this
region of the B3LYP/6-311++G(2d,2p) (B3LYP/medium)
electron density. Clearly, the stepping algorithm converges to
the correct vicinity but does not arrive at a point with near-
zero gradient (10-10 e/Å) for this method and basis set.

TABLE 2: Number of Critical Points Found in a Series of
Molecules That Form Energetic Crystalsa

molecule basis potential CPs NCP BCP RCP CCP �

PETN all all 57 29 28 0 0 1
PNA all all 61 24 30 7 0 1
EDNA all all 31 16 15 0 0 1
FOX-7 all all 33 14 16 3 0 1
NTO all all 23 11 11 1 0 1
NQ all all 23 11 11 1 0 1
TATB all all 61 24 30 7 0 1
HNB small HF 61 24 30 7 0 1

B3LYP 61 24 30 7 0 1
PBE 55 24 27 4 0 1
PW91 55 24 27 4 0 1

medium HF 61 24 30 7 0 1
B3LYP 51 24 25 2 0 1
PBE 51 24 25 2 0 1
PW91 51 24 25 2 0 1

large HF 61 24 30 7 0 1
B3LYP 57 24 28 5 0 1
PBE 51 24 25 2 0 1
PW91 51 24 25 2 0 1

HMX small HF 63 28 31 4 0 1
B3LYP 63 28 31 4 0 1
PBE 63 28 31 4 0 1
PW91 63 28 31 4 0 1

medium HF 63 28 31 4 0 1
B3LYP 59 28 29 2 0 1
PBE 59 28 29 2 0 1
PW91 59 28 29 2 0 1

large HF 63 28 31 4 0 1
B3LYP 63 28 31 4 0 1
PBE 59 28 29 2 0 1
PW91 59 28 29 2 0 1

TATB dimer small HF 143 48 69 24 2 1
B3LYP 135 48 65 20 2 1
PBE 135 48 65 20 2 1
PW91 135 48 65 20 2 1

medium HF 147 48 71 26 2 1
B3LYP 145 48 68 25 4 1
PBE 141 48 66 23 4 1
PW91 141 48 66 23 4 1

large HF 147 48 71 26 2 1
B3LYP 147 48 69 26 4 1
PBE 141 48 66 23 4 1
PW91 141 48 66 23 4 1

a Basis sets and potentials referred to as “all” apply only to those
used in this study.

TABLE 3: Number of Outer Bond/Ring CP Pairs in HNB
and HMX

basis set HF B3LYP PBE PW91
HNB

small 6 6 3 3
medium 6 1 1 1
large 6 4 1 1

HMX

small 2 2 2 2
medium 2 0 0 0
large 2 2 0 0

Figure 2. AIMPAC search paths in HMX in the medium basis set.
Image (a) points to the bond and ring critical points in the HF density
between the NO2 oxygen and the CH2 hydrogen. Image (b) shows
contour lines and the search paths in the B3LYP density that AIMPAC
follows. The green dot in (b) is the location of the BCP as found in the
HF density and not in the B3LYP density. Image (c) shows the complete
molecule, rotated slightly from the orientation in (b). There are two
ring CPs on either side of the bond CP in the center of the molecule,
but they are not shown in (c).
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The bond critical point is 0.94 Å from the hydrogen nucleus
and 1.28 Å from the oxygen nucleus. In the 6-311++G(2d,2p)
basis set, the broadest s functions for hydrogen and oxygen have
exponents of 0.036 and 0.0845, respectively. The values of these
gaussians at the BCP are 89% of the hydrogen peak and 61%
of the oxygen peak; therefore, the coverage of the basis set
should be sufficient to describe the missing CP. However, in
order to influence the density at the “missing” BCP location,
we placed basis functions from hydrogen (ghost atoms) at the
missing critical point and computed a new set of KS orbitals.
This procedure is usually reserved for correcting the basis set
superposition error;52 however, it guarantees that the wave-
function could relax into the gap. Surprisingly, HMX/B3LYP
in the medium basis set with ghost atoms found both pairs of
outer CPs. This result challenges the notion that the inner volume
of a molecule is correctly described by a “fairly diffuse” basis
set and raises the specter of having to fill the space that the
molecule occupies with ghost atoms to properly study the
electronic topology. Adding ghost atoms might seem obvious
for this molecule when we know where missing CPs should
be, but this action is not feasible in a general application for all
molecules and all basis sets.

A recurring source of confusion over the application of AIM
theory concerns net forces on the nuclei, that is, the geometry
must be at electrostatic equilibrium.25,34,53 As all of the
aforementioned calculations were performed at geometries
extracted from the experimental crystal structure, we optimized
the geometry of HNB using each DFT potential in each basis
set (shown in Figure 3 and summarized in Table 4) to test
whether there would be any effect on the results. Even at
optimized geometries, the HF medium basis set topology differs
from the HF small and large basis set topologies. The B3LYP
and PW91 small basis set topologies differ from their corre-
sponding medium and large basis set topologies, although this
is not unexpected. We see only two trends, none of the medium
basis results have outer CP pairs and none of the PBE results
have outer CP pairs. Finally, we optimized HMX in each basis
set with all 4 DFT potentials, and all 12 calculations yield 2
CP pairs in the outer rings. Therefore, while optimizing the
geometry corrected the original HMX inconsistencies, HNB still
did not produce a consistent set of CPs across methods or basis
sets even at the optimized equilibrium geometries.

The most intriguing and most untrustworthy calculation of
the series is the B3LYP small basis set calculation at the
optimized HNB geometry. The outer rings each have clusters
of six CPs, two bonds, three rings, and one cage critical point.
These critical points were found regardless of whether AIMPAC
or InteGriTy was used. The computational procedure was
repeated with Gaussian03, which also shows these CP clusters,
and unlike the integral settings used in GAMESS, the G03 run
used default settings except for SCF convergence (10-7) and
integration grid granularity (Grid ) -96036). Therefore, we
believe these results to be a specific consequence of the molecule
and basis set. Figure 4 shows the bond paths and highlights
one of the clusters. We placed ghost hydrogens at the CCPs
and reoptimized the geometry, and the final AIM analysis
yielded simple bond/ring CP pairs in the outer rings for 61 total
CPs, similar to the HF/small result.

In addition to the single-molecule calculations, we have also
examined the intermolecular bond paths in a particular TATB
dimer conformation using the same set of methods and basis
sets. The TATB crystal is aligned in graphite-like sheets with
very stable hydrogen bonds between monomers in the same
sheet; however, when viewing nearest-neighbor monomers
normal to their sheets (Figure 5a), we can see that identifying
possible bond paths is far less intuitive. Table 5 lists the number
of each type of CP found between the monomers. When
projected onto a 2D plane, the bond, ring, and cage critical points
have signature values of (2,-2), (2,0), and (2,+2), respectively.
The 2D Euler characteristic becomes b - r + c, which should
equal 1 for an open system, and indeed, all of the potentials
and basis sets provide a consistent set of CPs. The only BCPs
that appear in all 12 calculations are those that connect the amine
nitrogens. With the medium and large basis sets, bond paths
are seen between pairs of oxygen atoms. Figure 5b illustrates
the two Namine-Namine and two O-O intermolecular bond paths
from the PBE/medium density, which also has two C-Nnitro

bond paths. As seen with the monomers, the number of different
types of CPs varies with basis set and method. This variability,
along with the necessity to use ghost atoms, calls into question
the suitability of a single calculation to qualify, much less
quantify, properties at the critical points in the electron density.

Previously, AIM theory has been used to qualify the stability
of chemical structures based on the presence of inter- and
intramolecular bond critical points. At electrostatic equilibrium,
the value of the electronic potential energy at the bond critical
point is suspected to be a measure of the bond stabilization
energy. However, given the typical basis sets and DFT potentials
in use today, low-density BCPs resulting from these calculations,
especially those found in weak intra- and intermolecular
bonding, should be considered very carefully when used to
analyze structural stability. Furthermore, simply increasing the
size and number of functions centered on each atom is no
guarantee that the description of the electron density will
improve with these commonly used DFT potentials. We
hypothesize that the magnitude and quality of the density in
these low-density regions is within the uncertainty of these
potentials, and therefore, any claims as to the exact location or
even existence of a critical point (and its corresponding
properties) must be called into question. In a subsequent study,
we intend to calculate the second-order many-body perturbation
theory, MBPT(2), and coupled-cluster singles and doubles
(CCSD) density matrices for some of the “troublesome”
compounds presented here. While very computationally de-
manding, these calculations should provide a definitive picture
of whether ab initio quantum chemistry calculations can provide

Figure 3. Critical points of individually optimized HNB molecules.
The results in the row of medium basis set calculations are consistent,
and the results in the column of PBE calculations are consistent.

TABLE 4: Total Number of Critical Points Found at
Individually Optimized Ground-State Geometries of HNBa

basis set HF B3LYP PBE PW91

small 61 85 (82) 49 61
medium 49 49 49 49
large 61 49 49 49

a The B3LYP/small value should be 85 due to point group
symmetry, although AIMPAC only finds 82, which has an Euler
characteristic of -2.
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sufficiently accurate electron densities for use in an atoms-in-
molecules analysis of low-density regions.

Conclusion

In this work, we applied the atom-in-molecules theory to a
series of energetic molecules in an attempt to establish a
correlation between properties of a molecule’s electron density
with measured impact sensitivities. GAMESS calculations were
configured to minimize numerical errors in the DFT wave-
function so that precise electron densities could be generated
for use in atoms-in-molecules analyses, including modifications
allowing the wavefunction to be written in binary format for
postprocessing in order to remove any truncation errors. Even
with these precautions, the AIM results for HMX and HNB,
along with the results for the TATB dimer, are entirely

inconsistent, displaying a variable number of critical points
depending on the choice of DFT method and basis set. For all
other single molecules studied herein (PETN, PNA, EDNA,
FOX-7, NTO, NQ, and TATB) the number of critical points
does not change, regardless of basis set or DFT potential. With
the differences in numbers of CPs seen in HMX, HNB, and the
TATB dimer, trusting an arbitrary AIM analysis for any
sufficiently complex molecule or crystal would be difficult,
especially when the aforementioned computational precautions
may be overlooked or deemed unnecessary. When performing
similar AIM analyses to those presented here, care should be
taken when assigning significance to the existence or nonexist-
ence of CPs in molecular geometries since a slight variation in
nuclear coordinates, basis set, or computational method can
drastically alter the results. For molecules that form crystals of
energetic materials, KS-DFT wavefunctions can have significant
variation in the topology of the electron density to such an extent
that these calculations cannot be used to justify the existence
or absence of critical points, especially in the regions of low
density; therefore, these calculations currently cannot be used
to establish correlations between AIM results and impact
sensitivity of energetic materials.
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